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Variational Calculus
[ Jeo)
What we know from variational calculus

Consider an optimisation problem

b
J[x] :/ F(t,x(t),x(t)) — extr,

x = x(t) € Ca, b]; x(a) = A, x(b)=B
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Variational Calculus
[ Jeo)
What we know from variational calculus

Consider an optimisation problem
b
J[x] :/ F(t,x(t),x(t)) — extr,
x = x(t) € Cl[a, b]; x(a) = A, x(b) =B

Fix x(t) and h(t), where h(a) = h(b) = 0.
Observe Taylor's formula:

J[x + eh] = J[x] + edJ[x; h] + %525%[& h] + o(e?),
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Variational Calculus
[ Jeo)
What we know from variational calculus

Consider an optimisation problem

b
J[x] :/ F(t,x(t),x(t)) — extr,

= x(t) € C[a, b]; x(a)=A, x(b)=B

Fix x(t) and h(t), where h(a) = h(b) = 0.
Observe Taylor's formula:

J[x + eh] = J[x] + edJ[x; h] + %525%[& h] + o(e?),

where we put

A[x; h] = digJ[x+eh] . 0Yx; h] = d Sl eh]
e=0 e=0
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Variational Calculus
oe

If x is an extremum, then it is necessary that &J[x; h] = 0 for all h.
After some machinery, the Euler-Lagrange equation is deduced
from this:

Fy — —Fz =0.
ge =0

Francis J. Narcowich Legendre’s sufficient condition of extremum



Variational Calculus
oe

If x is an extremum, then it is necessary that &J[x; h] = 0 for all h.
After some machinery, the Euler-Lagrange equation is deduced
from this:

d

Fy — —Fz =0.
ge =0

The Euler-Lagrange is a necessary condition, since it only implies
&[x; h] = 0. What about 6%[x; h]?
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Variational Calculus
oe

If x is an extremum, then it is necessary that &J[x; h] = 0 for all h.
After some machinery, the Euler-Lagrange equation is deduced
from this:

d

Fy — —Fz =0.
ge =0

The Euler-Lagrange is a necessary condition, since it only implies
&[x; h] = 0. What about §%[x; h]?

There are a number of sufficient conditions for extremum in
variational calculus. Naturally they have to do something with
69[x; h]: if it is positive for all h # 0, then x is a local minimum.
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Variational Calculus
oe

If x is an extremum, then it is necessary that &J[x; h] = 0 for all h.
After some machinery, the Euler-Lagrange equation is deduced

from this: J
F— —F;=0.
dt 0

The Euler-Lagrange is a necessary condition, since it only implies
&[x; h] = 0. What about §%[x; h]?

There are a number of sufficient conditions for extremum in
variational calculus. Naturally they have to do something with
69[x; h]: if it is positive for all h # 0, then x is a local minimum.
Today's goal: study Legendre's sufficient condition for a local
minimum.
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Legendre’s trick
[ eJelele]

Legendre's trick

Let's calculate 67 explicitly.

d? d?
@J[X+€h] = d752

e=0

b
/ F(t,x +¢ch,x +ch)dt
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Legendre’s trick
[ eJelele]

Legendre's trick

Let's calculate 67 explicitly.

d? d2 b .
d—€2J[x+5h] :de2/a F(t,x +¢ch,x +ch)dt
d (b E
=g | (Fh+Fs h)dt
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Legendre’s trick
[ eJelele]

Legendre's trick

Let's calculate 67 explicitly.

d2 d2 b . .
d—€2J[x + eh] By =2 /a F(t,x +¢ch,x +ch)dt
b b . .
= (F h+ Fih)dt = / (Fich? 4+ 2F s hh + Fegh®)dt
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Legendre’s trick
[ eJelele]

Legendre's trick

Let's calculate 67 explicitly.

d2 d2 b . .
d—€2J[x+5h] :de2/a F(t,x +¢ch,x +ch)dt

e=0

b

b . .
= (F h+ Fih)dt = / (Fich? 4+ 2F s hh + Fegh®)dt

Write faszXX-hhdt: [P Fad(h?) = — [? 4 F h?dt and get

a dt
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Legendre’s trick
[ eJelele]

Legendre's trick

Let's calculate 67 explicitly.

d2 d2 b . .
d—€2J[x+5h] :de2/a F(t,x +¢ch,x +ch)dt

e=0

b

b . .
= (F h+ Fih)dt = / (Fich? 4+ 2F s hh + Fegh®)dt

Write faszXX-hhdt: [P Fad(h?) = — [? 4 F h?dt and get

a dt
2

d—J[x+ h] —/b(F _ e+ Eipdt
d€2 € - 5 VXX dt XX ) XX !

e=0

b -
= / PH + Qh*dt

a
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Consider arbitrary function w(t). Add f - (wh?)dt, which is zero
by Fund. T. of Calculus, to the integral:
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Consider arbitrary function w(t). Add f - (wh?)dt, which is zero
by Fund. T. of Calculus, to the integral:

— +eh = Phe 4+ Qh° + —(wh?)dt
42 J[x + eh] . /a Q o (wh?)
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Consider arbitrary function w(t). Add f - (wh?)dt, which is zero
by Fund. T. of Calculus, to the integral:

— +eh = Phe 4+ Qh° + —(wh?)dt
42 J[x + eh] /a Q dt(W )

e=0

b
:/ Ph? + 2whh + (@ + V) h*dt

a
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Consider arbitrary function w(t). Add f - (wh?)dt, which is zero
by Fund. T. of Calculus, to the integral:

d? b 5 5  d 5
— +¢eh = Phe + Qh° + —(wh*)dt
42 J[x + eh] . /a Q dt(W )

b
:/ Ph? + 2whh + (@ + v)h*dt

a

Complete the square: Ph? + 2whh = P(h + wh)? — szh2,
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Consider arbitrary function w(t). Add f - (wh?)dt, which is zero
by Fund. T. of Calculus, to the integral:

— h = Ph h? + —(wh?)dt
d€2J[X+6] . /a +Q +dt(w )

b
:/ Ph? + 2whh + (@ + V) h*dt

a

Complete the square: Ph? 4+ 2whh = P(h + wh)? — ‘%Qh2, SO we
have

d2 b . W ) W2 )
@J[xjteh] _/a P(h+5h) +(w+Q—?)h dt

e=0
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Consider arbitrary function w(t). Add f - (wh?)dt, which is zero
by Fund. T. of Calculus, to the integral:

— +eh = Phe 4+ Qh° + —(wh?)dt
42 J[x + eh] . /a Q o (wh?)

b
:/ Ph? + 2whh + (@ + V) h*dt

a

Complete the square: Ph? 4+ 2whh = P(h + wh)? — ‘%Qh2, SO we

have
d2 b . W ) W2 )
@J[xjteh] _/a P(h+5h) +(w+Q—?)h dt
e=0
Now assume P > 0 and w + Q — Y& = 0. If it is so, then trivially

83[x; h] > 0 for all h. One mlght thmk that such w can always be
found, but that's not true.



Legendre’s trick
[e]e] Tele]

Now consider this equation (Riccati's equation):

w2

i+ Q= 5 =0
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Legendre’s trick
[e]e] Tele]

Now consider this equation (Riccati's equation):

w2

i+ Q= 5 =0

Substitute w = —(i/u)P to get Jacobi's equation:

d du
—_— [ p== _
p” ( dt) +Qu=0
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Legendre’s trick
[e]e] Tele]

Now consider this equation (Riccati's equation):

w2

i+ Q= 5 =0

Substitute w = —(i/u)P to get Jacobi's equation:

d du
_9(pH -0
( dt) + Qu

The central notion here is conjugate points:

Definition

t =« and t = & are said to be conjugate for Jacobi’s equation,
if there is a solution u for which u(a) = u(&) =0 and u(x) # 0
between « and &.
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Legendre’s trick
[e]ele] o]

Suppose there are no conjugate points to a in the interval [a, b].
Then we can construct a strictly positive solution u as follows.
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Legendre’s trick
[e]ele] o]

Suppose there are no conjugate points to a in the interval [a, b].
Then we can construct a strictly positive solution u as follows.
Let up and u; be solutions to the Jacobi's equation such that:

uo(a) = 0, Lio(a) = 1, ul(a) = 1, u'l(a) =1.
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Legendre’s trick
[e]ele] o]

Suppose there are no conjugate points to a in the interval [a, b].
Then we can construct a strictly positive solution u as follows.
Let up and u; be solutions to the Jacobi's equation such that:

uo(a) = 0, Lio(a) = 1, ul(a) = 1, u'l(a) =1.

Observe that wg is positive on (a, b], and vy is positive on some
segment [a, c) C [a, b], Then it is possible to choose a linear
combination moup + myup to be strictly positive on [a, b].
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Legendre’s trick
[e]ele] o]

Suppose there are no conjugate points to a in the interval [a, b].
Then we can construct a strictly positive solution u as follows.
Let up and u; be solutions to the Jacobi's equation such that:

uo(a) = 0, Lio(a) = 1, ul(a) = 1, u'l(a) =1.

Observe that wg is positive on (a, b], and vy is positive on some
segment [a, c) C [a, b], Then it is possible to choose a linear
combination moup + myuy to be strictly positive on [a, b].

We have thus solved the Riccati equation w + Q — ‘%2 =0, and the
second variation becomes

b 2
2ty bl — W
5J[><,h]_/a P<h+Ph> dt
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Legendre’s trick
[e]ele] o]

Suppose there are no conjugate points to a in the interval [a, b].
Then we can construct a strictly positive solution u as follows.
Let up and u; be solutions to the Jacobi's equation such that:

uo(a) = 0, Lio(a) = 1, ul(a) = 1, u'l(a) =1.

Observe that wg is positive on (a, b], and vy is positive on some
segment [a, c) C [a, b], Then it is possible to choose a linear
combination moup + myuy to be strictly positive on [a, b].

We have thus solved the Riccati equation w + Q — ‘%2 =0, and the
second variation becomes

b 2
2ty bl — W
5J[><,h]_/a P<h+Ph> dt

We assumed that P > 0 and h(a) = h(b) = 0. Can §¥[x; h] = 0 for
some h # 07
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Legendre’s trick
[e]ele] o]

Suppose there are no conjugate points to a in the interval [a, b].
Then we can construct a strictly positive solution u as follows.
Let up and u; be solutions to the Jacobi's equation such that:

uo(a) = 0, Lio(a) = 1, ul(a) = 1, u'l(a) =1.

Observe that wg is positive on (a, b], and vy is positive on some
segment [a, c) C [a, b], Then it is possible to choose a linear
combination moup + myuy to be strictly positive on [a, b].

We have thus solved the Riccati equation w + Q — ‘%2 =0, and the
second variation becomes

b 2
2ty bl — W
5J[><,h]_/a P<h+Ph> dt

We assumed that P > 0 and h(a) = h(b) = 0. Can §¥[x; h] = 0 for
some h # 07 No:

. w
0 =0 h+Fh:0 ~— h=0



Legendre’s trick
[eele]e] ]

We have arrived at the following result.

If P > 0 and there are no conjugate points to a in [a, b], then
69[x; h] > 0 for all non-zero h.

Francis J. Narcowich Legendre’s sufficient condition of extremum



Legendre’s trick
[eele]e] ]

We have arrived at the following result.

If P > 0 and there are no conjugate points to a in [a, b], then
69[x; h] > 0 for all non-zero h.

Note that it is not a sufficient condition for extremum yet. We need
something in the form of

0F[x, h] > cllhl|Esp, 5

This is due to Taylor's formula:

T+ b = I+ & B + 5030 B+ o141,
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Legendre’s trick
[eele]e] ]

We have arrived at the following result.

If P > 0 and there are no conjugate points to a in [a, b], then
69[x; h] > 0 for all non-zero h.

Note that it is not a sufficient condition for extremum yet. We need
something in the form of

0F1x, h] > cllhl| &, 5

This is due to Taylor's formula:
1
Jix + h] = J[x] + dJ[x; h] + 552J[x; Rl + o(||h|I?).

It is achievable under our current assumptions: P > 0 and no
points conjugate to a. It just needs a little tweak.
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Proof of local minimum
@00

Proof of local minimum

Take the second variation in one of the forms:

b
§¥[x; h] = / (Ph2 + 2whh + (W + Q)h2) dt
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Proof of local minimum
@00

Proof of local minimum

Take the second variation in one of the forms:
b . -
§Y[x; h] = / (Ph2 + 2whh 4 (W + Q)h2) dt
Let 0 < o < min P be a constant. We add and subtract oh?:

b b
§¥[x; h]:/ ((P—a)h2+2whh~|—(v'v+Q)h2) dt+a/ h2dt.
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Proof of local minimum
@00

Proof of local minimum

Take the second variation in one of the forms:
b . -
§Y[x; h] = / (Ph2 + 2whh 4 (W + Q)h2) dt

Let 0 < o < min P be a constant. We add and subtract oh?:
b - . b .
5¥[x; h] = / ((P — 0)i? + 2whh + (W + Q)h2) dt + a/ h2dt.
a a

We then add fb 4 (wh?)dt = 0 and complete the square just the
same way as earller The result is only changed in P, which has
become P — o

52J[x;h]:/ab(P—a) (h+PW h>2dt

— 0

b w2 ) b
<W+Q— ha+o/‘Hﬁ
P—o 2
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Continuing as earlier, we request

Wt Q— 5—— =0,
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Proof of local minimum
(o] le}

Continuing as earlier, we request

w2

which with substitution w = —(4/u)P leads to a modified Jacobi

equation
d du
- T P— _— =
<( o) dt> +Qu=0
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Proof of local minimum
(o] le}

Continuing as earlier, we request

w2

which with substitution w = —(4/u)P leads to a modified Jacobi
equation

d du
% <(P—/0')dt> +Qu=0

We assumed that there were no conjugate points to a for the
original Jacobi equation —< (P94) + Qu = 0. Since this is a
question of solution existence, for small o there are no conjugate
points to a for the modified equation too. So we fix some small
enough o.
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Proof of local minimum
[efe] ]

Proceeding solving appropriately the Jacobi equation and thus the
Riccati equation, we nullify one of the terms in §%, and so we get

, S<P ) .
52J[X;h]:/a (P—o0) (/H—PV_VUh) +a/a 2 dt

—_—

20 | a7 CHAIG g o= fon (8

a

We're actually done here, since by Friedrichs' inequality,

b _3)2 rb .
/h2dt§(b23)/ hdt
a a

we have

b b b
T :/ h2dt+/ Pdt < C/ Wdt = 6%[x; h] > C||h||z



Proof of local minimum
[efe] ]

Proceeding solving appropriately the Jacobi equation and thus the
Riccati equation, we nullify one of the terms in §%, and so we get

b . w 2 b.
52J[x;h]:/ (P—0) <h+Ph> +a/ h2dt
a -0 a

b.
za/ hdt.
a

We're actually done here, since by Friedrichs' inequality,

/bh2dt§ (b_za)z/bhzdt

@—\’WQO&N/V@WAGK%*DG_

=2 W L
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Proof of local minimum
[efe] ]

Proceeding solving appropriately the Jacobi equation and thus the
Riccati equation, we nullify one of the terms in §%, and so we get

b . w 2 b.
52J[x;h]:/ (P—0) <h+Ph> +a/ h2dt
a -0 a

b.
za/ hdt.
a

We're actually done here, since by Friedrichs' inequality,

b _3)2 rb .
/h2dt§(b23)/ hdt
a a

we have

b b b
T :/ h2dt+/ RRdt < C/ hdt = §3[x; h] > C|h||%

a
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